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Abstract
We present a novel feature screening method by deriving relevance measures from the de-
cision boundary of Support Vector Machine, which has several advantages over traditional
screening methods based on Information Gain and Augmented Variance Ratio. The new
algorithm is applied to a bottom-up approach to cervical cancer detection in multispectral
PAP smear images that has been recently proposed by the authors. Comparative experi-
ments show significant improvements on pixel-level classification accuracy using the new
feature screening method.

1 Introduction

Finding abnormal cells in PAP smear images is a “needle in a haystack” type of problem,
which is tedious, labor-intensive and error-prone. It is therefore desirable to have an au-
tomatic screening tool such that human experts are only called for when complicated and
subtle cases arise. Most researches to date on automatic cervical screening try to extract
morphometric/photometric features at the cellular level in accordance with “The Bethesda
System” rules [7]. They usually depend on accurate segmentations between not only back-
ground and cells, but also cytoplasm and nucleus. However, various uncertainty factors
make such segmentations rather difficult.
Recently, we have proposed a bottom-up approach to this problem via multi-level image
classification without the requirement of accurate segmentation [8], an overall picture of
which is given in Figure 1. Pixel-level analysis has been identified as the most important
part of the system, where two critical issues exist: (1) what features should be extracted
from multispectral images, and (2) how to remove irrelevant and/or redundant features from
a pool of thousands of potential features to locate a feature subset that is well balanced
between performance and compactness. For the first issue, we have identified a feasible
feature space of about 4,000 dimensions that well captures local multispectral and texture
information [9]. For the second issue, given that 4,000 dimensions is still intractable for
traditional feature selection methods, we have employed in our previous work [8] two sim-
ple feature screening measures, i.e. Information Gain (IG) and Augmented Variance Ratio
(AVR), to rule out irrelevant features. However, this method has an underlying limitation,
that is, they are unable to model strong correlations between features since IG and AVR are
evaluated independently for each feature. Thus it is possible to miss some combinations of
discriminative but highly correlated features.
In this paper, we present a novel feature screening method by deriving relevance measures
from the decision boundary of Support Vector Machine [2]. The proposed method has
several advantages: 1) As the relevance measures are derived simultaneously for all dimen-
sions, they do not have the “independence” problem of IG and AVR; 2) The maximum
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Figure 1: A bottom-up approach to cervical cancer detection recently proposed by the au-
thors [8]. It took advantages of multispectral texture features without the requirement of
accurate segmentation. The system was demonstrated on a multispectral PAP smear im-
age database collected by a micro-interferometric spectral imaging setup at CMU [4], with
wavelength ranging from 400 nm to 690 nm, evenly divided into 52 bands. (a) Sample
(average-band) images from the database. (b) The hierarchical structure of the system. (c)
Some detection results, with contours of detected cancerous regions overlapped on average-
band images.

margin boundary provided by SVM has been proven to be optimal in a structural risk mini-
mization sense, thus the new relevance measures better indicate the discriminative power of
features; 3) As efficient routines for SVM training are available that can readily deal with
huge number of features and samples, the proposed screening method does not sacrifice
in computational cost. Comparative experiments with our original system show significant
improvements on pixel-level classification accuracy by using the new screening method.
In addition, we have explored the features remained after the SVM based screening process
by sequential backward selection (SBS), which leads to further reduction in subset sizes.
Analysis of the selected feature subsets with respect to their extraction methods is provided
in an attempt to get some insight into the interpretations of the selection results.

2 SVM Based Feature Screening

Given a set of features in a classification problem, a basic quesion in many learning tasks
is: what is the best feature subset for classification purpose? Although many feature subset
selection methods have been proposed [6, 1], few of them can be directly applied to domains
with more than 100 dimensions. The huge feature dimension (near 4,000) and sample com-
plexity (over 100,000) in our task make them computationally prohibitive. Alternatively, we
present a new feature screening algorithm by deriving relevance measures from the decision
boundary of Support Vector Machine. Features are ranked according to these measures, and
then a subset is readily selected via some statistical significance test.
The decision function of a two-class problem derived by SVM can be written as

h(x) = w ��(x) + b =
Xn

i=1
�iyiK(x; xi) + b (1)



where xi 2 R
d is the training sample, and yi 2 f�1g is the class label of xi. A transfor-

mation �(�) maps the data points x of the input space Rd into a higher dimensional feature
space RD ; (D � d). The mapping is performed by a kernel function K(�; �) which defines
an inner product in RD . The parameters �i � 0 are optimized by finding the hyperplane
in feature space with maximum distance to the closest image �(x i) from the training set,
which reduces to solving a linearly constrained convex quadratic program.
In the general case of nonlinear mapping �, SVM generates a nonlinear boundary h(x) = 0
in the input space. Given any two points z1; z2 2 R

d such that h(z1)h(z2) < 0, a surface
point s = �z1+ (1��)z2; � 2 [0; 1]; can be found by solving the following equation with
respect to � :

h(s) = h (�z1 + (1� �)z2) = 0 (2)

The unit normal vector N(s) at the boundary point s is then given by

N(s) = rh(s)=krh(s)k (3)

where rh(s) = @h(s)=@s =
Pn

i=1 �iyi @K(s; xi)=@s. N(s) identifies the orientation in
the input space on which the projected training data are well separated locally around the
neighborhood of s. Therefore, the orientation difference between N(s) and any direction u
can be used to measure the local discriminative relevance for that direction at s. Formally,
we can measure this difference by juTN(s)j, or equivalently uTN(s)N(s)Tu. To sum-
marize all the local feature relevance information, we can compute the so-called decision
boundary scatter matrix (DBSM) as

M =

Z
B

N(s)NT (s)p(s) ds (4)

from which a global relevance measure for direction u can be computed as u TMu.
When sample-size is finite, M can be replaced by the sample estimate M̂ =Pl

i=1 N̂(ŝi) N̂(ŝi)
T =l, where ŝi are l points sampled from the estimated decision bound-

ary. This global relevance measure can be readily extended to multi-category problems by
repeating the procedure in either one-vs-all or pairwise mode. Now we can summarize the
SVM based feature screening algorithm in Figure 2.
Several issues in the algorithm need some explanation. First, we prune those training sam-
ples far away from the decision boundary in locating the boundary points. This helps to
reduce computational cost and suppress the negative influence of outliers. Second, we adopt
the one-vs-all approach for solving Q-class problems with SVMs. Totally Q SVMs need
to be trained, each of which separates a single class from all remaining classes. Third, the
complexity of SVM-DBA can be controlled by several parameters including l, the number
of boundary points to be sampled, and �, the accuracy of the root to equation (2). Our
experience seems to suggest that SVM-DBA is not very sensitive to the choice of these
parameters. Finally, we have used p-degree polynomial kernels in our experiments.
It can be proven that a feature u is irrelevant if and only if uTMu equals zero. In theory
we can exactly prune all irrelevant features via this screening method. However, inevitable
errors in our estimation prevent us from doing so. A more practical reason is that, features’
contribution to discrimination may be so unevenly distributed that the subset dimension can
be significantly reduced while achieving almost the same accuracy. Therefore other model
selection technique is required in order to decide an appropriate subset. This problem will
not be discussed in this paper, but we want to point out that nested subsets generated by
SVM based screening can easily facilitate such explorations.



Input: n sample pairs f(xi; yi)gni=1, where xi 2 Rd and yi 2 fkgQk=1.

Output: d nested feature subsets S1 � S2 � : : : � Sd such that dim(Sm) = m.

Algorithm:

S1 Repeat S2 to S5 for k = 1 to Q.
S2 Divide the n samples into two subsets T + = fxijyi = kg and T� = fxijyi 6= kg.

Learn a SVM decision function h(x) using T + and T�.
S3 Sort the n samples in ascending order by the absolute function output values

jh(xi)j. Denote the subset consisting of the first r samples as T 0.

S4 Select l pairs of points f(zj
1
; zj
2
)glj=1 from T 0 randomly such that h(zj

1
)h(zj

2
) <

0. For each pair solve equation (2) to an accuracy of �, and thus get l estimated
boundary points fŝjglj=1.

S5 Compute the unit surface norm N̂(ŝj) at ŝj according to equation (3), and estimate
the decision boundary scatter matrix as M̂k =

Pl

j=1 N̂(ŝj)N̂(ŝj)
T .

S6 Compute M̂ =
PQ

k=1 M̂k=Q, and denote its diagonal value as f�̂jgdj=1.

S7 Sort feature directions fujgdj=1 descendingly by f�̂igdj=1. Let Sm = fusortedj gmj=1.

Figure 2: The proposed SVM based feature screening algorithm.

Guyon et al. [5] proposed a feature ranking scheme by linear SVMs. The basic idea is to
use the magnitude of the weights of a linear discriminant classifier as an indicator of feature
relevance. Our method can be considered as a nonlinear extension of this linear scheme.
SVM boundary has also been used in locally adaptive metric techniques to improve k-NN
performance [3]. Measures of local feature relevance are computed by the surface normal
near the query, from which a local full-rank transformation is derived. Such local methods
need to perform k-NN procedure multiple times in the original high-dimensional space.
On the contrary, our method tries to globally characterize the discriminative information
embedded in the SVM decision boundary. It generates global feature relevance measures,
and thus is computationally much more efficient.

3 Experiments and Analysis
3.1 Pixel-level classification comparison
We used the same experimental setup as in [8] to investigate the effect on pixel-level classi-
fication by replacing IG and AVR feature screening with the proposed method. We started
from 158,127 samples from 40 images (26,064 positive and 132,063 negative). In order to
reduce the training complexity, a total of 29,487 samples were randomly selected (13,022
positive and 16,465 negative). SVM based feature screening method with p-degree polyn-
imial kernels was applied to each of four types of wavelet features respectively. For each
type of wavelet, images were randomly divided into training set (32 images) and test set (8
images) for a number of times. Each time we recorded the curve of false positive rate (FPR)
on the test set versus subset dimension. Then we averaged these FPR curves, based on
which a proper dimensionm was hand selected. After that we collected all features ever ap-
peared among the top m features in each image partition, and regarded them as the selected
features for that wavelet type. Then we put together all the selected features for four types



of wavelets, and applied the SVM based feature screening algorithm. Again we did random
partition of training and test images, and selected a proper dimension m 0 based on the av-
erage FPR curve. Various dimensions before and after feature screening are summarized in
Table 1.
Finally we evaluated the selected 68 features on the original full sample set using the mod-
ified quadratic discriminant function (MQDF). The ROC curve is plotted in Figure 3 with
the ROC curve of IG+AVR screening depicted for comparison. It is easy to observe that
SVM based screening outperforms IG+AVR, especially when the true positive rate (TPR)
is high.
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Figure 3: ROC comparison between SVM
and IG+AVR based screenings.
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Figure 4: Pie plot of freq. of various
statistics in SBS output.

3.2 Sequential backward selection
We applied SBS to the 68 features selected by SVM based screening to investigate their
redundancy. 8-fold cross validation error of MQDF on the training set was chosen as the
evaluation function in SBS. We averaged the test set FPR curves over 13 runs and depicted
in Fig 5. It can be observed that feature dimension can be consistently reduced below 40
with little loss of accuracy. We analyzed those features that rank among the top 40 in
any of the 13 runs with respect to their extraction methods. Figure 4, 6 and 7 show the
frequencies of their appearances grouped in statistics type, wavelet type and multispectral
band respectively. It can be observed that distributions of discriminative features are not
uniform. How to interprete the selection results still deserves further study.

Table 1: Various dimensions before and after SVM based feature screening.

DB2 DB16 Bio2.2 Gabor Combined
Original 800 800 900 1200 3700

After Screening 48 42 52 30 68

4 Conclusion
In this paper, we presented a novel SVM-based feature screening method and applied it
to multispectral Pap smear image classification for cervical cancer detection. Comparative
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Figure 5: Average FPR curves with respect to subset dimensions in SBS. (Left) TPR = 0.90,
(Right) TPR = 0.95.
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Figure 6: Freq. histograms of var-
ious wavelet types in SBS output.
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Figure 7: Freq. histograms of various bands in
SBS output.

experiments show significant improvements on pixel-level classification accuracy using the
new feature screening method. A much larger PAP smear image set and an even richer
image feature space will be used to further validate our method.
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