
concerned with
high-level robotic
assembly planning.
An assembly is a col-
lection of bodies
that are spatially
related. When two
bodies in an assem-
bly are related, they
do not make contact
over their whole
surface; rather, fea-
tures of each body
are in contact. For
the moment, let us
think of a feature as
some part of the sur-

face of a body. Thus, for example, a journal
on a shaft fits a bearing, the teeth of gears
mesh, the threaded portion of the shank of a
bolt fits a hole tapped in some body. All these
relationships between bodies can be described
as liaisons (Bourtjault 1984, De Fazio, and
Whitney 1987). For the purpose of automatic
generation of assembly plans, it is necessary
to represent the shapes of assembly compo-
nents, locations of components, and the spa-
tial relations between bodies in a systematic
computational form.

One of the important aspects of shape rep-
resentation that is relevant to assembly plan-
ning and mechanical design is the symmetry
of shapes and their features. A symmetry of a
feature is simply a rotation or translation that
maps this feature to itself.1 In assembly plan-
ning, the symmetry of features is usually
more important than the symmetry of the
bodies to which the features belong because
bodies are mated through their features. For
example, consider a cylindrical hole in a
block. This feature is mapped into itself by

We treat robotic
assembly planning
on two distinct con-
ceptual levels. Plan-
ning at the higher
level involves deriv-
ing nominal trajec-
tories along which
the bodies to be
assembled are to be
moved. These tra-
jectories are nomi-
nal in the sense that
they would accom-
plish the assembly
were we to have 
a perfect robot
manipulating bodies whose shapes were per-
fectly accurate. Planning at the lower level
transforms such a high-level specification
into an assembly plan that takes account of
uncertainty. In this article, we are primarily
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A Group Theoretic
Approach to Assembly

Planning
Robin J. Popplestone, Yanxi Liu, and Rich Weiss

High-level robotic assembly planning is con-
cerned with how bodies fit together and how
spatial relationships among bodies are estab-
lished over time. To generate an assembly task
specification for robots, it is necessary to repre-
sent the geometric shapes of the assembly com-
ponents in a computational form. One of the
principal aspects of shape representation that is
relevant for assembly tasks is the symmetry of
the shape. Group theory is the standard mathe-
matical tool for describing symmetry. The inter-
action between algebra and geometry within a
group theoretic framework has provided us with
a unified computational treatment of reasoning
about how parts with multiple contacting fea-
tures fit together.
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any rotation about the axis of the hole: Such
rotations are, therefore, symmetries of the
hole but not in general symmetries of the
block. Suppose now that we wish to fit a
cylindrical peg in the hole. Because the hole
is symmetric, if the peg is in place, and we
rotate it by any one of the symmetries of the
hole, the fitting relationship is preserved. We
see that the spatial relationships possible
between two features strongly depend on the
symmetries of the related features.

Symmetry has been formally studied by
mathematicians since the work of Galois on
the symmetries of the roots of equations in
the early nineteenth century; his work is sem-
inal to modern algebra. Group theory pro-
vides the modern treatment of symmetry and
is an essential tool in physics and theoretical
chemistry. Its use in the theory of mecha-
nisms was pioneered by Hervé (1978). The
basis of our work on spatial relations is in
Popplestone (1984). Thomas and Torras (1988)
make use of the product and intersection
tables of Hervé (1978) in an implementation
of a system for reasoning about spatial relations.

We can regard a group simply as a set of
rigid transformations, that is, combinations
of translations and rotations, that satisfy 
certain additional closure properties, as
described in Group Theory and Spatial Rea-
soning. We see that the set of symmetries of a
feature has the necessary closure properties to
form a group. In our work (Liu and Popple-
stone 1989; Popplestone, Weiss, and Liu
1988), we made the symmetry group of a fea-
ture to be an important descriptor that pro-
vides us with a basis for systematizing the
reasoning about spatial relations required in
assembly planning.

In this article, we show how to compute
the symmetry group of features of a body
given a representation of its shape, determine
whether two bodies can be assembled, and
determine the freedom remaining in the rela-
tive position of two assembled bodies. In
Locations as Rigid Transformations, we define
rigid transformations and discuss their com-
putational representation. This information is
used in the next section, Spatial Relations, as
the basis for expressing how bodies are spa-
tially related in terms of possible relative loca-
tions. In Shapes, we discuss formalisms for
representing the shape of bodies and how to
express tolerances on shapes that provide the
basis for reasoning about uncertainty. We
conclude the exposition in Group Theory and
Spatial Reasoning, where we develop the
group theoretic approach to assembly plan-
ning. We start with a few important defini-
tions of group theory, provide a formal

definition of the symmetry group of a feature,
and develop group theoretic constructs for
sets of possible relative locations of bodies
and show how to simultaneously satisfy mul-
tiple relations in this formalism. We conclude
the article by stating some important results
of our work and offering two examples in
high-level assembly planning where the use
of symmetries can be beneficial.

Locations as Rigid 
Transformations

In performing an assembly, it is necessary for
a robot to move bodies (including itself) about
in 3-space. This requires us to have some way
of representing their locations. When we
move a rigid body, the distance between any
two points on the body remains the same.
Thus, we are led to consider distance-preserv-
ing mappings of R3 onto R3. A mapping g : R3

→ R3 for which
||g(x) - g(y)|| = ||x - y|| 

is called an isometry. We can multiply two
isometries using the operation of functional
composition (which we write as juxtaposition),
adopting the more traditional convention
that (fg)(x) = f(g(x)) rather than the converse
convention used by algebraists. The identity
isometry, which we write as 1, is defined by
1(x) = x. It is easy to show that any isometry g
has an inverse g-1, with the property that g-1g
= gg-1 = 1.

Isometries can be represented by 4*4 matri-
ces, using homogeneous coordinates, as
described in textbooks on robotics such as Fu,
Gonzalez, and Lee (1987). With such a repre-
sentation, function composition is represent-
ed by matrix product, and the application of
an isometry to a member of R3 is represented
by premultiplying a column vector by the
matrix representing the isometry.

Isometries, as defined, include reflections,
which transform a right-handed axis system
into a left-handed system. By rigid transforma-
tions, we mean those isometries that preserve
the handedness of axes. The corresponding
matrix representations will have determinant
+1. For reasons discussed in Group Theory
and Spatial Reasoning, we refer to the set of
rigid transformations as the Proper Euclidean
group (of 3-space) and denote it by E+. Rigid
transformations can be expressed as a product
of two basic types of rigid transformation,
namely rotations, in which points of an axis
in 3-space remain fixed, and translations,
which leave directions in 3-space fixed. No
points in R3 remain fixed under translation. If
L is a rigid transformation, then trans(x,y,z)
denotes a translation by the vector (x,y,z),

High-level
robotic 
assembly
planning is
concerned
with how
bodies fit
together and
how spatial
relationships
among 
bodies are 
established
over time.
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Sense data can also be interpreted as state
descriptions.

The Rapt language (Popplestone, Ambler,
and Bellos 1980) represented an approach 
to the interpretation of state descriptions
couched in terms of spatial relations between
features of bodies—descriptions that might be
paraphrased in English, for example, “the
bottom of the block is against the top of the
table.” Likewise, action descriptions can use-
fully refer to body features, for example,
“move the bolt along the axis of its shank.”
The Rapt system takes a task description
couched in these terms and infers rigid trans-
formations for each body in each stable state
of the robot’s world referred to in the task
description. Because the bodies referred to
include the end effector of the robot itself,
the process of interpreting the Rapt program
provides the basic data needed to construct a
manipulator-level program in a language
such as Val.

The implementation described in Popple-
stone, Ambler, and Bellos (1980) makes use of
computer algebra technology (Buchberger
and Loos 1982) to make inferences about
rigid transformations. Relations between
bodies were characterized by algebraic identi-
ties; for example, if a plane face on one body
B1 is against a plane face on another body B2
in a state S, then the relative location of the
bodies is given by

S(B1) -1S(B2) = f1trans(x,y,0)rot(k,θ)rot(i, π)f-1,
2

trans(V) denotes a translation by the vector V,
and rot(V,θ) denotes a rotation by an amount
θ about a vector V. 

The representation of rigid transformations
as 4*4 matrixes is highly redundant—a rigid
transformation can be specified using six
numbers (three to define cartesian position,
together with three angles such as roll, pitch,
and yaw). The six-number representation of
rigid transformations has the disadvantage
that performing the product operation
requires the expensive computation of tran-
scendental functions, for example, sin and
cos and their inverses. However, a via media,
namely, the use of quaternions, allows a rota-
tion about an arbitrary axis to be represented
by four numbers, with product and inverse
being performed using only algebraic opera-
tions. Thus, a rigid transformation can be
represented by a pair consisting of a vector,
specifying the translation part, and a quater-
nion, specifying the rotation part. A discus-
sion of the quaternion representation is in
Hamilton (1969).

Spatial Relations
If a robot’s world is known to consist of a set
B of rigid bodies, then a state of this world
can be treated as a mapping S : B → E+; that
is, if S(B) = g, then g is the rigid transforma-
tion that specifies where the body B is in the
state S. A state description corresponds to a
constraint on these rigid transformations.
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where x, y, and θ are free variables corre-
sponding to the three degrees of freedom left
unspecified by the plane-against-plane rela-
tionship, and f1 and f2 are rigid transforma-
tions specifying the location of the plane
faces in body coordinates. The translation
trans(x,y,0) and the rotation rot(k,θ) are gen-
eral forms of symmetries of the plane.2

An assembly consists of a complex graph
structure of spatial relations. A cycle in such a
graph allows us to infer two expressions for
the relative location of two bodies: These can
be equated, giving rise to equations involving
rigid transformations. Table 1 gives some
identities that were used in the spatial rela-
tion inference system of Rapt. Similar identi-
ties were used by Brooks in Acronym (Brooks
1981). Such identities, with a left-to-right
order imposed, can be interpreted by a term-
rewriting system (Knuth and Bendix 1967).

The most recent formulation of this
approach is outlined in Group Theory and
Spatial Reasoning and offers a useful general-
ization to the older Rapt formulation. It is not
entirely independent of this formulation
because problems that cannot be resolved at
the group theoretic level can be expanded in
terms of rigid transformations. Our current
work at the University of  Massachusetts uses
an algebraic simplifier running under Poplog
(Hardy 1984; Sloman and Hardy 1983) that
compiles such rules expressed as Prolog terms
into Pop-11 procedures (Barrett, Ramsay, and
Sloman 1985) that are indexed by principal
functor and autoloaded on demand. Exten-
sive memoisation (Michie 1968; Popplestone
1967) of the simplification function is used to
achieve acceptable performance.3

Shapes
Any body occupies space, and this occupancy
of space provides the most important con-
straints on assembly. The shape of a body B in
a state of the world S is the subset shape(B,S)
of R3 that it occupies in this state.4 Robots
will have to manipulate the following kinds
of material entity:

First, many bodies can be regarded as rigid
from the point of view of assembly planning.
Any rigid body B has a reference shape,
denoted by shape0(B), that is independent of
the world state. In any world state S, the body
B has an associated rigid transformation S(B),
as described in Locations as Rigid Transforma-
tions, so that shape(B,S) = S(B)(shape0(B)).

Second, a rigid subassembly is a set of bodies
whose relative location remains constant in a
set of world states in which the subassembly
is said to exist. While it exists, a rigid sub-

assembly behaves like a rigid body.
Third, an articulation is a set of bodies, cer-

tain of whose features bear specified spatial
relationships to each other. Like a subassem-
bly, it can come into existence and go out of
existence. Its shape can be characterized by
the base shapes of the bodies, together with a
rigid transformation specifying the location
of some designated base body of the articula-
tion, and a set of parameters defining
instances of the spatial relations. For example,
a robot arm is an articulation, as is a hinge.

Fourth, the shape of an elastic body
changes reversibly in response to applied
forces, reverting to a shape congruent to its
base shape when no forces are applied. Local-
ly, the change in shape is small.

Fifth, the shape of a flexible body (like a
shirt or a gasket) changes radically in
response to small applied forces and does not
revert to being congruent to the base shape
when the forces are removed. However, dis-
tances measured along the surface remain
constant or approximately so.

Sixth, plastic matter reversibly deforms
under small applied forces but irreversibly
deforms under larger applied forces.

Eighth, liquid and gaseous matter have no
intrinsic shape but take their shape from the
container they occupy and, in the case of
liquid, also in response to applied forces (usu-
ally gravity).

To date, almost all the work on robot plan
formation that has made a serious attempt to
treat shape has concentrated on the first three
categories. How are we to represent the shape
of bodies in a computationally tractable
manner? The first problem is that seldom do
we actually know the shape of a body. Body
shape can be known either by knowing the
process (for example, the manufacturing pro-
cess) by which it was produced or making use
of sensors. Both these methods are subject to
error, so that we can only have approximate
knowledge of shape. For some purposes, for
example, gross motion planning, this prob-
lem might not matter because it will be possi-
ble to use representations that are known to
be upper bounds on body shape. However,
fine-motion planning will often require a
more complete specification of the range of
shapes within which the actual shape of a
body is believed to lie. One approach to a
more complete specification is treated in Tol-
erancing Shapes.

Let us now turn to the representation of the
nominal base shape of rigid bodies. By nomi-
nal, we mean the ideal shape that the design-
er would give the body if he had perfect
control of its manufacture. By base shape, we
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Implementation of Shapes Using
PADL2

A geometric solid modeler is a software package
providing informationally complete represen-
tations of solids such that any well-defined
geometric property of any represented solid
can be automatically calculated (Requicha
and Voelcker 1983). PADL2 (Requicha and
Voelcker 1982) is such a solid modeler. We
made use of it to provide us with a boundary
representation of solids in terms of faces,
edges, and vertexes. Solid shapes, specified as
Prolog terms in the formalism used in the
Edinburgh designer system (Popplestone
1988), are converted to the PADL2 input for-
malism and processed by this system into
boundary models.

The bounded shapes that can be symboli-
cally described for PADL2 have the following
form as Prolog terms:

block(X,Y,Z) A block with dimensions 
X,Y,Z

cyl(H,R) A cylinder of height H 
and radius R

sph(R) A sphere of radius R
wed(X,Y,Z) A wedge with dimensions

X,Y,Z
con(H,R) A cone of height H and 

radius R
tor(Min,Maj) A torus with minor and 

major radii Min and Maj 
Primitive or composite shapes can be com-

bined through the following boolean opera-
tions:

Shape1 \/ Shape2  Union of Shape1 and 
Shape2

Shape1 /\ Shape2  Intersection of Shape1 
and Shape2

Shape1 \ Shape2   Difference of Shape1 and
Shape2 

Rigid transformations are specified using
the following Prolog rendering of the forms
specified in Locations as Rigid Transformations:

trans(X,Y,Z) A pure translation along 
the x, y, and z axes

trans(vec(X,Y,Z))   A pure translation along 
the x, y, and z axes

rot(ii,T) A rotation of T radians 
about the x axis

rot(jj,T) A rotation of T radians 
about the y axis

rot(kk,T) A rotation of T radians 
about the z axis

rot(vec(X,Y,Z),T)    A rotation of T radians 
about a directional 
vector 

If Shape is a shape, and Loc is a rigid trans-
formation, then Shape @ Loc is Shape relocat-
ed by Loc; for example:

mean the space it occupies when it is in its
reference location. Shape representations for
assembly must support a number of capabilities:

First, shapes need to be translated and
rotated. This requirement puts many popular
shape representations at a disadvantage. For
example, the voxel representation, where R3

is quantized, and bounded subsets are repre-
sented by a bit array, is expensive to relocate
in space. Likewise the octree representation,
which represents shape by a recursive subdi-
vision parallel to the coordinate axes, loses its
advantages if rotated (although a dynamic
octree, as used in divide-and-conquer algorithms
does have a place; see Cameron [1984]).

Second, a shape representation should sup-
port the recognition of form features, such as
faces, holes, oilways, bearing housings, and
keyways. This requirement strongly suggests
that a boundary representation of shape in
terms of face, edges, and vertexes is necessary,
together with the possibility of attaching
attributes associated with form features.

Third, a shape representation should sup-
port the efficient implementation of a variety
of algorithms, including set membership,
intersection and null intersection, hidden line
and surface removal, and trajectory planning.

Nominal Shapes

When we consider the assembly of manmade
bodies that have been designed by an engi-
neer, it is useful to employ the concept of the
nominal shape of a body, which is the ideal
shape the engineer would wish it to have if
she had perfect machines available to make it.

Our primary concern is with representing
the shapes of artifacts, which typically have
some geometric regularity of shape, especially
in the shape of their mating features. Mathe-
matically, these can be characterized as semi-
algebraic and semianalytic sets.

In the volumetric or constructive solid
geometry approach to defining shapes, nomi-
nal shapes are defined as subsets of R3 by
taking a collection of primitive shapes; relo-
cating them with rigid transformations 
(Locations as Rigid Transformations); and
combining them with the boolean operations
of union, intersection, and set difference.
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cyl(4,1) \/ (cyl(4,1)@trans(4,0,0)) \/
(block(1,2,6)@trans(-1,-1,1)@rot 

(jj,1.570796)) )
denotes an object consisting of two cylinders
stuck onto a block with the union operation
\/.

A draw predicate is provided that prints the
Prolog term as a string in PADL2 syntax and
then calls PADL2 to form and display a
boundary model of the object. The PADL2
internal representation of the boundary
model is extracted using Fortran subroutines
linked into Poplog (Hardy 1984; Sloman and
Hardy 1983) as external procedures; Pop-11
objects expressing the face-edge-vertex struc-
ture of a body are built from the information
thus extracted. These objects closely correspond
to the structures that PADL2 uses internally.

Table 2 gives the definitions of some infi-
nite solids. The boundaries of these solids cor-
respond with the surfaces used by PADL2
except for the Screw and Gear forms. We treat
these in our system by “lying” to PADL2—they
exist in our input formalism, they are approx-
imated by cylinders before being input to
PADL2, and they are relabeled in the resultant
boundary representation.

Tolerancing Shapes

In designing a rigid body, an engineer will
also specify the tolerance on its shape, which
defines a set of subsets of R3, each of which is
a legal shape for the body. One possible
approach to tolerancing is to imagine a region
of uniform thickness surrounding the surface
of the nominal shape, within which the sur-
face of the toleranced body must lie. Howev-
er,this approach ignores three important
issues in tolerancing:

The first is what the functional require-
ments of shape are. Many bodies do not need
to be equally precise all over. Typically, high
precision is required for the features at which

a body mates with other bodies, and lower
precision is required for nonmating features.

The second is how the body is manufac-
tured. High precision is often expensive to
obtain. Many bodies start their life as castings
or forgings, which can only be produced to a
relatively low precision. Precise features are
then cut in these by machine tools, which are
expensive to operate. Only features that are
needed to be precise will be machined.

The third is that some process must allow a
body to be inspected to ensure that it is
within tolerance. The elementary steps in
inspection are feature based.

Thus, tolerances in manufactured parts are
usually specified in terms of tolerances on fea-
tures. A theory of tolerancing intended for
computational representation is developed in
Requicha and Tilove (1978). They define
three kinds of tolerance on features: 

First is a form tolerance, which specifies the
characteristics of some region of space within
which the surface of the feature must lie. For
example, if a cylindrical hole has form toler-
ance Tf, then the actual surface of the hole
must lie within an annulus defined by two
concentric cylinders of radius r1 and r2,
where r2 - r1 ≤ Tf. Thus, neither the position
nor the size of the hole is specified by a form
tolerance.

Second is a size tolerance, which specifies
the dimensions of some region of space
within which the surface of the feature must
lie. For example, if a cylindrical hole of nomi-
nal radius r has size tolerance Ts, then the
cylindrical surface of the hole must lie within
an annulus defined by two concentric cylin-
ders of radius r - Ts/2 and r + Ts/2. Thus, the
position of the hole is not specified by a size
tolerance.

Third is a position tolerance, which specifies
how a feature is located within the body. The
system of position tolerances used in defining
a body depends on the inspection technology
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Definition 1: An abstract group G is a set of
elements closed under an associative compo-
sition operation that we write as multiplica-
tion, with an identity element 1 ∈ G, and an
inverse for any g ∈ G that obeys the laws:

g1 = g = 1g, gg-1 = 1 = g-1g  .
For example, because the product of isome-

tries is an isometry, as is the inverse of an
isometry, the whole set of isometries (Locations
as Rigid Transformations) forms a group,
called the Euclidean group, denoted by E,
with the identity 1 provided by the identity
isometry that maps every point to itself.

Consider figure 1, which consists of a block
in which a shallow hole in the form of a tri-
angular prism is cut, with the Z axis aligned
with the axis of the prism. The symmetry
group of the prism is a set of rotations

C3 = {1,rot(k,2π/3),rot(k,4π/3)}
that we can write as {1,ω,ω2}. We refer to this
set as the cyclic group of order 3 and denote
it by C3. If g ∈ C3, then g transforms the
prism into itself and, thus, is a symmetry of
the triangular hole (although not of the
block). This group is finite because ω is a 120°
rotation about the central axis of the triangle,
ω3 = 1, and ω−1 = ω2 so that products and
inverses of its three members always lie
within the set.

Note that group G is said to be finite of
order n if it has a finite number n of elements
and cyclic if it consists of multiples of a single
element.

The group C3 introduced previously is a
subset of the larger group E.

Definition 2: A subgroup H of G is a subset
of G that is closed under the multiplication
and group inverse operations of G.

We restrict ourselves to those isometries
that are rigid transformations, thus excluding
reflections, which, as we remarked, form the
proper Euclidean group, denoted by E+.

Symmetry Groups

Certain features, which we call set features,
can be treated as subsets of real 3-space R3. In
this subsection, we formally define the sym-
metries of a feature and then show that they
form a group, called the symmetry group of the
feature. This fact provides us with the basic
justification for the use of group theory in
assembly planning.

Definition 3: Let S    R3. Then g ∈ E+ is a
proper symmetry of S if and only if g(S)=S.

Proposition 1: The proper symmetries of a
set S     R3 form a subgroup of E+.

Let G denote the set of the symmetries of 
S     R3. Obviously, 1(S) = S, so 1 ∈ G. If g ∈ G,
then g(S) = S. Multiplying by g-1, we have g-1

g(S) = g-1(S); therefore, g-1(S) = S, and  thus, g-1

used. The modern tendency is to use a
numerically controlled measuring machine in
which features are located relative to a body-
based frame of reference determined by a
unique set of datum features.

Tolerance information is the data that char-
acterize those uncertainties that arise from
shape variations when assembling bodies
designed by an engineer; these uncertainties
can also reside in the robot itself and in its
environment. Mathematically, tolerances can
be ultimately expressed in terms of a system
of inequalities. The computational complexi-
ty of the deductions required for inferring
plans from such systems of inequalities is
high (Canny 1987). In practice, much case
law will be applied for dealing with standard
assembly operations, for example, fitting
bearings into bearing housings. The way in
which tolerances affect the location of bodies
in an assembly is discussed in Fleming (1985),
Dakin and Popplestone (1989), and Ellis (1989).

Group Theory and Spatial 
Reasoning

As we said, bodies in an assembly mate
through their features, and a feature can have
symmetries. Such symmetries are essential to
understanding how features mate and what
the final assembly configurations can be.
When two bodies are related through a pair
of symmetric features, the isometry that spec-
ifies their relative location can not be exactly
determined. Thus, a hexagonal socket wrench
can fit a hexagonal bolt head in six ways
because of the symmetry of the related features.

Group theory is normally developed in
terms of abstract groups. For a detailed treat-
ment, see Miller (1972). To help you under-
stand the detail of our work, we provide some
relevant definitions of group theory and
examples of its use in assembly planning:
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∈ G. Finally, if g1, g2 ∈ G, then (g1g2)(S) =
g1(g2(S)) = g1(S) = S; therefore, g1g2 ∈ G. By the
definition of a subgroup, G is a subgroup of E+.

The group G associated with a feature S is
called the symmetry group of S and denoted
by Σ(S). For example, the subgroup C3 E+ is
the symmetry group of the prismatic hole.

Extending Group Multiplication to
Subsets

If we say that two bodies are spatially related,
we must mean that the isometry that specifies
their relative location lies in a subset of E+.
This fact leads us to consider the extension of
the group composition to operate on subsets
of a group. In Spatial Relations from Symme-
try Groups, this extension provides a basis for
characterizing spatial relations in terms of fea-
ture locations and feature symmetry groups.

Definition 4: Suppose S1 and S2 are subsets
of G. Then, we define

S1S2 = {s1s2  s1 ∈ S1, s2 ∈ S2}  .
By convention, if g ∈ G, we write gS for {g}S

and Sg for S{g}. In particular, if g1g2 ∈ G, and
H    G is a subgroup, then g1H is called a left
coset of H, Hg2 is called a right coset of H, and
g1Hg2 is called a two-sided coset of H. In Spatial
Relations from Symmetry Groups, we show
that when two features are so closely related
that they can be said to fit, the relative loca-
tion of the bodies lies in a coset of the
(common) symmetry group of the features.
This extension of the group multiplication to
subsets is associative; has the identity 1; but,
in general, has no inverse operation.

Conjugate Subgroups

The particular group C3 that we previously
defined as the symmetry group of the pris-
matic hole depended on the fact that the axis
of the hole happened to be aligned with the
Z axis of the world coordinate system. Such a
group is a canonical subgroup of the Euclidean
group, as specified in The Canonical Sub-
groups of E+. In general, bodies can have
many features, not all of which have their
symmetry axes coinciding with the Z axis.
Thus, the symmetry group of such features
will not be canonical subgroups of E+. In this
subsection, we develop the idea of conjugate
subgroups, which allow us to make copies of
canonical subgroups to be the symmetry
groups of arbitrary features. We make these
copies by using mappings (called morphisms)
that preserve group structure.

Definition 5: If G1 and G2 are two groups,
then a mapping θ : G1 → G2 is called a homo-
morphism if and only if θ(g1g2) = θ(g1)θ(g2) for
any g1,g2 ∈ G. We say that θ projects G1 into G2.

 Ã 

Definition 6: If θ : G1 → G2 is a homomor-
phism, then the set {g g ∈ G1,θ(g)=1} is called
the kernel of θ.

Definition 7: A 1 – 1 homomorphism from
G1 onto G2 is called an isomorphism. Thus, iso-
morphic groups have identical group theoret-
ic properties. An isomorphism from a group
to itself θ : G → G is called an automorphism.

In particular, if a ∈ G, the mapping g → aga-1

is an automorphism, called an inner automor-
phism. The two subgroups H1,H2 G are said
to be conjugate if H2 = aH1a-1 for some a ∈ G.

Note that if g1Hg2 is a two-sided coset of 
H    G then g1Hg-1(g1g2) = g1Hg2 (1)1

so that a two-sided coset of a subgroup is a
one-sided coset of a conjugate subgroup.
Other combinations of group elements and
subgroups are referred to as generalized cosets.
In general, they are not  the same as cosets.

Definition 8: If H is a subgroup of G such
that for all g in G, gHg-1 = H, then H is called a
normal subgroup of G. For example, the set of
all translations T3 is a normal subgroup of E+.

The following proposition shows that if we
move a set feature in space by applying a rigid
transformation to it, then we transform its
symmetry group into a conjugate group by
using the associated inner automorphism.

Proposition 2: If G is the symmetry group
of S    R3 then for any rigid transformation a
in E+, aGa-1 is the symmetry group of a(S). 

Let H = aGa-1, and let Ha be the symmetry
group of a(S)    R3. If h ∈ H, then a g ∈ G exists
such that h = aga-1, and moreover, g(S) = S.
Then, h(a(S)) = aga-1(a(S)) = ag(S) = a(S). Thus,
h is a symmetry of a(S) and, thus, h ∈ Ha.
Thus, we can conclude H     Ha.

Conversely, if ha ∈ Ha, then ha(a(S)) = a(S);
thus, a-1haa(S) = S; that is, it is a symmetry of
S. Thus, a-1haa = g ∈ G, and ha = aga-1 ∈ H;
therefore, Ha H. Thus, we conclude H = Ha.

For example, remembering the C3 symme-
try of the triangular prism, suppose we have
another prism centered on the X axis. Then,
taking g = rot(j,π/2), the group H = g{1,ω, ω2}g-1

= {1,gωg-1, gω2g-1}  = {1,rot(i,2π/3),rot(i,4π/3)}
is a conjugate group of the symmetry group
for the earlier triangular prism and is the sym-
metry group for the original prism rotated to
lie with its axis along the X axis.

The Canonical Subgroups of E+

By proposition 2, when a feature is relocated
by a transformation g, the symmetry group of
the relocated feature will be the conjugation
by g of the symmetry group of the original
feature. One approach to representing any
feature symmetry group is to make it a conju-
gate of a canonical symmetry group. These
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group SO(2) of all rotations about the Z axis.
The f for the inner automorphism is the rigid
transformation defining the location of the
face in body coordinates, as given by PADL2.
The conjugation is performed by a procedure
whose definition depends on which represen-
tation is used for Gcanon (see Computing
Group Intersections).

It is possible to use the feature location
because the coordinate systems are embedded
in features by PADL2 in such a way that per-
mits a coherent and consistent choice of
canonical groups, largely because the Z axis is
chosen by PADL2 to be the axis of symmetry.

Spatial Relations from Symmetry
Groups

In this subsection, we consider what we can
infer about the relative location of two bodies
that have two features in contact. We noted
that such a relation must correspond to a set
of isometries that specify the relative location
of the two bodies.

Let B1 and B2 be two bodies, with primitive
features F1 and F2 that have symmetry groups
Σ(F1),Σ(F2) and that are located in their respec-
tive body coordinate systems by isometries f1
and f2. Suppose the two features are in con-
tact. If they are in contact over a finite area,
we say F1 fits F2. If the contact is a line or
point contact, then we say F1 against F2. In
either case, it is clear that if we move B1 or B2
by a member of the symmetry groups Σ(F1) or
Σ(F2), respectively, the relationship between
the features is preserved. We can generally
express this relationship by a constraint
between the isometries l1 and l2, specifying
the locations of bodies B1 and B2 in the
world coordinate system. Therefore, the loca-
tion of B1 relative to B2 is l-1l2 and obeys1

l-1l2 ∈ f1∑(F1)ι (v,ρ,F1,F2)∑(F2)f-1 (2)1 2

canonical groups are chosen in a systematic
way: If they have a single axis of rotation, it
is chosen as the Z axis; if they leave a single
point of 3-space fixed, it is chosen as the
origin; and so on.

A symmetry group of S can be represented
by a pair consisting of a canonical symmetry
group Gcanon and an element g of E+ that
transforms S from the origin to its current
location. Table 3 gives some of the correspon-
dences between subsets of R3 and their
canonical  symmetry groups.

A list of some important canonical sub-
groups of E+ with their definitions is given in
table 4. Figure 2 shows subgroup relationships
between some important subgroups of E+.
The arrow G1 → G2 in figure 2 means that
G2 is a subgroup of G1.

To apply the theory to actual robotic rea-
soning, we make use of the boundary models
provided within the Poplog system by the
linked-in PADL2 modeler, as described in
Shapes. Each face F of a model is labeled with
its symmetry group, each group being consid-
ered as the image f-1Gcanonf of a canonical
subgroup of E+ under an inner automor-
phism. A data structure denoting the canoni-
cal subgroup Gcanon is obtained by table
lookup from the surface type of the face,
using a Pop-11 property procedure gr_canon.
For example, if F is a canonical face, gr_
canon(F) is a data structure denoting the
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Subgroups of E+.



Here, ρ is a token indicating the kind of rela-
tion that pertains, and f1 and f2 are the loca-
tions F1 and F2 in their respective body
coordinates. The vector v provides variables
that complement the variables implicit in the
symmetry groups. For example, in the case of
the relationship between a cam and its follow-
er, one parameter is needed to specify the
angle of the cam. In many important cases,
there are no such complementary variables,
for example, that of a cylinder against a plane
surface.

Table 5 summarizes ι for the cases treated
by the Rapt language (Ambler and Popple-
stone 1975; Popplestone, Ambler, and Bellos
1980) except for the fits relation, which is
treated later.

The fits relation is particularly constraining.
If the primitive features are those algebraic
sets that are used in PADL2, then areal con-
tact implies that the surfaces are identical so
that the symmetry groups are identical. For
two algebraic sets to fit, one must be the com-
plement of the other, and we have

l-1l2 ∈ f1∑(F1)f-1 (3)1 2

We can summarize equation 3 by saying that
if a primitive feature of one body fits a primi-
tive feature of another body, then the relative
location of the two bodies is a coset of the
common symmetry group of the features.

Finally, let us note that we characterized a
spatial relation between bodies B1 and B2 in
equations 2 and 3 in terms of a generalized
coset S12:

l-1l2 ∈ S12 (4)
1

Group Intersections

Two bodies in an assembly are typically relat-
ed to each other through multiple primitive
features. If bodies B1 and B2 are related by fit-
ting two pairs of features, such as a peg in a
blind hole (figure 3)—that is, f11 fits f21, and
f12 fits f22, where f11 and f12 are features of B1
and f21 and f22 are features of B2—we can use
equation 3 to obtain the relative location
l-1l2 of B1 to B2 as1

l-1l2 ∈ f11Σ(F1)f-1 ∩ f21Σ(F2)f-1 (5)1 21 22

that is, the intersection of two two-sided
cosets. Because equation 1 shows that each
two-sided coset can be rewritten as a one-
sided coset, we can compute equation 5 as
the intersection of two one-sided cosets. We
have the following proposition:

Proposition 3: If H1 and H2 are subgroups
of G, and g1, g2 ∈ G, then the intersection of
the two right cosets H1g1 and H2g2 is either a
right coset or is null (Popplestone 1984).

If H1 and H2 are subgroups of G, and g1, g2
∈ G, then H1g1 ∩ H2g2 = (H1 ∩ H2g2g-1)g1 by 

1
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(1988). In particular, they discuss algorithms
for reducing such graphs.

Because the relations under consideration
for assembly are, in general, infinite, we have
to compute using descriptions of the rela-
tions rather than sets of pairs. In the Rapt
language, this computation was implemented
in two ways: (1) using algebraic descriptions
based on an algebra of locations and the
reals, as described in Popplestone, Ambler,
and Bellos (1980), and (2) using labels for dif-
ferent kinds of relations in a constraint net-
work and simplifying the network using an
extensive set of reduction rules (Ambler and
Popplestone 1975). This latter implementa-
tion, in effect, used the reduction techniques
described in Montanari and Rossi (1988). 

In this subsection, we consider a third
approach, namely, one in which generalized
cosets are used. Group theory is not a magic
bullet in this work—the apparatus of spatial
relations is sufficiently powerful to describe
any mechanism made of prismatic and revo-
lute joints, and inherent in such problems are
algebraic equations of high degree. Group
theory can assist, however, in treating the
simple cases that are important in assembly.
It provides a generalization to finite and dis-
crete symmetries, and where the solution of
algebraic equations cannot be avoided, group
theory can help us come up with more
tractable forms of the equations.

In Group Intersections, we saw how to treat
the simplest kind of relation cycle of length
2, in which two bodies are related by the fit-
ting of two pairs of compound features. How-
ever, we also need to deal with nonfitting
relationships and cycles of length > 2. Cases
of these relationships and cycles, important
for assembly, can be treated by using a kind
of transitivity that holds among spatial rela-
tionships when certain alignments exist. For
example, if a block B3 is placed on a block B2,
which itself is placed on a block B1, then B3
can be regarded as being placed on an imagi-
nary surface of B1 placed at a height equal to
the thickness of B2 above the actual top sur-
face of B1.

We can relate this consideration to the idea
of generalized cosets as follows: Suppose we
have two bodies B1 and B2, each of which has
features F11 and F21, and these features are
related. Suppose also that B3 is related to B2
because a feature F22 of B2 is related to feature
F31 of B3. Let l1, l2, and l3 be the positions B1,
B2, and B3, respectively. Then, from equation 4,

l-1l2 ∈ S12 (7)
1

and
l-1l3 ∈ S23 (8)
2

proposition 2 in Popplestone 1984:
H1g1 ∩ H2g2 = ((H1 ∩ H2)h1)g1 = (H1 ∩ H2)

h1g1 (6)
where h1 ∈ H1.

Equation 6 implies that the intersection of
two cosets can be obtained by intersecting
the corresponding subgroups, finding h1 (we
can use the fact that h1 ∈ H1 ∩ H2g2g-1, and 

1
forming the final coset (H1 ∩ H2)h1g1.

In effect, this shows that such multiple-fit-
ting relationships can be regarded as a single
relationship between a pair of compound fea-
tures. A compound feature Fcomp of body B is
a set of primitive features Fi of B. Provided
that the features Fi are all distinct, the sym-
metry group of Fcomp is the intersection of
the symmetry groups of those primitive fea-
tures of which it is composed:

Σ(Fcomp ) = ∩iΣ(Fi )  . 
In our discussion, we have assumed that
primitive features (set features) are distin-
guished when a mating relationship is
formed, as if each feature has a distinct color.
If they are not, then a compound feature can
have additional finite symmetries; for exam-
ple, the head of a bolt formed by six planes
has the symmetry group C6. Some permuta-
tions of the primitive features of a compound
feature can generate a symmetry group. We
can say, in effect, that the feature fits a trans-
form of its complement.  By repeatedly apply-
ing the rule described in the last subsection,
such a permutation will give either a coset of
E+ or the empty set. The union of these
cosets, taken over all permutations, will gen-
erate the feature symmetry group. In the case
of polyhedra, algorithms for finding whole-
body symmetries are described in Waltzman
(1987) and Wolter, Woo, and Volz (1985).

Cycles and Chains of Spatial Relation-
ships. Let us begin by observing that the
spatial relationships we have discussed allow
us to define relations between the locations
of pairs of bodies. Graphs of such binary rela-
tions are studied by Montanari and Rossi
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where S12 and S23 are generalized cosets, as
specified in Spatial Relations from Symmetry
Groups. Hence, by the definition of set multi-
plication,

l-1l3 ∈ S12S23 (9)
1

that is, a generalized coset S12S23 = S13, say,
can be used to characterize the relationship
between B3 and B1. Now, it is common to find
alignments of body features that occur in
assemblies, for example, the top and bottom
faces of a block or a washer or the inner and
outer cylindrical faces of a bush. These align-
ments give rise to possible simplifications.
The strategy for achieving simplifications is,
typically, to use commutation conditions
between groups and elements to bring togeth-
er groups whose product is known. Suppose
the term S = G1gG2 occurs in S13. Then, it
might happen that g commutes with G1 so
that we can rewrite our term as gG1G2. It
might also happen that G1G2 is known to be
a group—for example, when G1 G2, so that
G1G2 = G2—or that G1 might be a translation
group and G2 a rotation group, with the right
alignment to make their product a TR group
(Computing Group Intersections). In this
case, our original term can be rewritten in the
form gG, where G = G1G2. This process allows
us to provide an exact equivalent for our orig-
inal subterm S. It is also possible to provide a
weaker form that might still prove useful;
namely, we can use the fact that G1G2 G1

G2, the group generated by the product.
Let us consider the example shown in

figure 4. Here, B1 is a block with a pillar on
top and a triangular hole, B2 is a cylinder
with a triangular prism on top, and B3 is a
block with a bigger cylindrical blind hole and
a smaller cylindrical through hole. Then, in
the configuration, if they are about to be
assembled as shown in figure 4, the relative
positions of B1 to B2 and B2 to B3 are

l-1l2 ∈ trans(0,0,3)C3trans(0,0,-1)
1

and
l-1l3 ∈ trans(0,0,4)SO(2)trans(0,0,-2)
2

so, the relative position of B1 to B3 can be
obtained by the product of the left hand from
the previous two expressions:

l-1l3 ∈ trans(0,0,3)C3trans(0,0,-1)trans(0,0,4)
1

SO(2)trans(0,0,-2) = trans(0,0,3)C3
SO(2)trans(0,0,1)

because translations along the Z axis commute
with SO(2), andC3 SO(2):

l-1l3 = SΟ(2) trans(0,0,4).
1

We can also use the fact that B3 fits the pillar
on B1, giving

l-1l3 ∈ trans(0,3,0)Gcyltrans(0,-3,0)
1

Intersecting these cosets, we obtain

l-1l3 ∈ trans(0,0,4){1}1

that is, we know the relative location of these
two bodies.

Group theory is a high level of abstraction
for spatial reasoning and cannot resolve all
our problems. We can translate from general-
ized cosets into location expressions by
repeated application of the rules of definition
4 and the group membership definitions
given in table 4, thus bringing us into the
technology of Rapt, discussed in Locations as
Rigid Transformations. An alternative
approach could be to look for standard kine-
matic mechanisms represented in the group
theoretic form.

Planning What Body Features to
Relate. In specifying assemblies, it is often
desirable that the actual mating features of
bodies are not specified because of the
tediousness caused by the symmetries of
assembly components, for example, instruct-
ing a robot to fit a spline into a splined hole
instead of specifying all the possible mating
surfaces. When the only fact given is that
bodies themselves are to be mated, an assem-
bly planner is expected to find the possible
mating feature pairs and assembly configura-
tions from the geometric models of assembly
components. Therefore, we have studied how
to infer sets of possible mating features of two
bodies. For a pair of bodies, each having m
and n primitive features, respectively, with m
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ric aspects of the spatial relationship can be
encompassed in the group theory, leaving the
sufficiency to be checked by applying rules
for assessing the consistency of scalar and dis-
crete parameters.

Dimensional consistency of candidate
mating features is also required. There are
two kinds of dimensions involved: First, the
parameters of each PADL2 surface that is a
component of one compound feature should
be consistent with the parameters of the cor-
responding surface component of the other
compound feature. Second, sets of character-
istic invariants (Computing Group Intersec-
tions) used in calculating the intersection
groups have intrinsic dimensions (for exam-
ple, the length of the common perpendicular
between line invariants and the angle
between them); these dimensions should be
consistent between corresponding compound
features. A detailed description of this work
can be found in Liu and Popplestone (1989).

Computing Group Intersections

As discussed earlier, the symmetry group of a
compound feature is the intersection of the
symmetry groups of its components. Two
methods were developed and implemented
for computing intersections: characteristic
invariants and tractable groups.

Characteristic invariants are geometric enti-
ties associated with a group that have the
property that they are invariant under the
group actions and the property that they
characterize the group. The fact that E+ is the
semidirect product of T3 and SO(3)—that is,
E+ = T3 SO(3) = {tr t ∈ T3, r ∈ SO(3)}—led us
to examine a family of subgroups of E+ called
TR groups. These are the groups G = TR   E+,
where T is a subgroup of T3, and R is a conju-
gation of a subgroup of SO(3). Because T is
the kernel of a homomorphism from G onto
R, T is normal in G. Therefore, G is a semidi-
rect product (MacLane and Birkhoff 1979) of
T and R, and the quotient group G/T is iso-
morphic to R.

There are two types of invariant for a TR
subgroup of E+, namely, translational invari-
ants TG and rotational invariants RG. They
characterize the maximal translational sub-
group of G and the maximal rotational sub-
group of G, respectively. The translational
invariant is the T-orbit of the origin s0; that
is, {t(s0)  for all t ∈ T}. The rotational invari-
ant is a pair composed of a fixed-point set F
together with a set of poles, F = T({x  x ∈ R3,
r(x) = x,r ∈ R}). A pole of a rotation group is
obtained by conjugating the group by a trans-
lation so that the conjugation is centered at
the origin. Each pole is then an invariant

≤ n, the number of possible mating feature
pairs between the two bodies would be 
∑n CiCi , of which only a few will be found toi=1  n   m

be compatible. An alternative approach to
mitigating the combinatorics is the identifica-
tion of compound features of a body that are
instances of a salient feature library (Liu and
Popplestone 1989). Some of the library fea-
tures are quite specific, such as countersink,
counterbore, keyway, and certain cases of
spline. More generic assembly-relevant fea-
tures are inserters, containers, multiinserters,
and multicontainers, which are, in effect,
general protrusions, concavities, and combi-
nations of these. Feature definitions refer to
the faces of the features of a single body and
relationships between them, such as being
adjacent, perpendicular, or parallel.

In the case of the fit assembly operation, the
mating features have the same symmetry group
at the area of contact. Therefore, one impor-
tant necessary condition for candidate mating
features is that they must have the same sym-
metry group. If this condition is checked first,
it saves the planner from examining the
detailed dimensions of every pair of com-
pound features when they appear to be non-
compatible from a glance at their symmetries.

The importance of using the symmetry
group as the main descriptor for features is
that necessary conditions for spatial relation-
ships to hold between body features can be
expressed in terms of the symmetry groups of
the features. Necessary and sufficient condi-
tions will, of course, depend on additional
descriptors—a gear and a spline might have
the same symmetry group, but the gear will
not fit the spline. However, the main geomet-
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Figure 4. A Three-Part Assembly.
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point on the unit sphere, together with an
integer indicating the order of the stabilizer,
that is, the number of different rotations that
leave the point fixed, or 0 if it is SO(2). For
example, the translational invariant of the
canonical plane group Gplane = T2SO(2) hap-
pens to be the subvector space coincident
with the X-Y plane. The fixed-point set F is all
of 3-space, and the poles are {((0,0,1),0),
((0,0,-1),0)}. We proved that a one-to-one cor-
respondence exists between TR groups and
the set of characteristic invariants (Liu and
Popplestone 1990). The method of intersect-
ing two groups G1 and G2 maps each group to
its invariants, G1 → (TG1, RG1), G2 → (TG2,
RG2). Then,some simple geometric computa-
tions are performed on the invariants to get a
new pair of invariants (TG1 ∩ G2,RG1 ∩ G2).
Finally, this pair is uniquely mapped back to
the intersected group G1 ∩ G2. In essence, this
pair of characteristic invariants sufficiently
represents the intersected group itself.

The representation by characteristic invari-
ants of TR groups G = TR, where T and R can
be finite or infinite, discrete or continuous,
has an efficient implementation algorithm
and has been applied to compute symmetry
groups of the boundary models from the solid
modeler PADL2. If the translational group T is
restricted to being a vector space, then the
group TR is called tractable (Zahnd, Nair, and
Popplestone 1989). The method of tractable
groups also simplifies the computation of
group intersections by separately analyzing
translations and rotations. In contrast to the
characteristic invariant approach, in the
tractable group approach, translational groups,
required to be subvector spaces, are represent-
ed by a basis for this vector space. TR groups
form a super set of tractable groups.

As an example of how one computes inter-
sections of tractable groups, consider a cylin-
der on a plane, with the axis of the cylinder
parallel to the normal of the plane. The group
of the plane and the group of the cylinder
can each be written as a product of a transla-
tion group with a rotation group. Because the
translation parts are just vector subspaces of
R3, they can easily be intersected; in this case,
the intersection has dimension 0. The rotation
group in each case is a conjugate of SO(2),
although in the case of the plane the choice is
not unique. As for characteristic invariants,
the fixed-point set for the plane can be made
to coincide with that of the cylinder. The
intersection of the two symmetry groups is
just SO(2).

Conclusion
There are several approaches to robotic assem-

bly planning. One important aspect that has
received limited attention is the use of the
symmetries existing in assembly components.
Our work has shown the potential of exploit-
ing such symmetries of components in plan-
ning their assembly. The following results of
our work are relevant to the issues raised in
the beginning of this article: First, the sym-
metry group of a compound feature can be
obtained by the intersection of the symmetry
groups of each primitive feature of which the
compound feature is composed, provided
each of these primitive features is distinct.
Second, when two features fit, they have the
same symmetry group; therefore, having the
same symmetry group is a necessary condi-
tion for features to mate. Third, because two
mating features have the same symmetry
group—the relative positions of the two bodies,
to which the features belong is a coset of this
group—and, in particular, if the symmetry
group is the identity group, the relative posi-
tion of the two bodies is uniquely determined.

An implementation of the approach
described in this article is under develop-
ment. Aspects of the work based on group
intersection have been implemented, as has
the interface to PADL2. Complete nominal
assembly plans, making use of group intersec-
tion only, have been created (Liu 1990). The
term-rewriting system referred to has also
been implemented but has not been integrat-
ed with the planner, and work on simplifying
group products is in the preliminary stages.

Beyond our own work, it is possible to relate
the potential use of symmetries to other exist-
ing work in high-level assembly planning. We
would like to offer the following two examples:

First, Homem de Mello and Sanderson
(1986) present a representation for assembly
plans based on AND/OR graphs, or hyper-
graphs. Each node in such a graph corre-
sponds to an assembly. Those nodes
containing only one part are the leaves of the
graph. A set of directed arcs, which are related
by AND, represents a disassembly operation.
Each arc points from the original assembly to
one of the subassemblies. If symmetries are
present in the assembly, then the AND/OR
graph to describe the possible disassemblies
can be bushy. A treatment of symmetries
could provide a more compact and efficient
representation for assembly plans.

Second, De Fazio and Whitney (1987)
extended Bourjault’s work on generating all
the assembly sequences from a liaison dia-
gram. Although the algorithm for generating
all possible assembly sequences was success-
fully implemented (Whitney et al. 1989), it is
still unclear how the liaison diagram can be
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automatically generated and how difficult it
is to answer those questions asked prior to
the generation of assembly sequences. Liu
and Popplestone’s (1989) work on finding
mating features from boundary models of
assembly components could be extended to
establish liaison diagrams and answer the
questions based on the geometric, spatial,
and kinematic constraints and, thus, be com-
plementary to De Fazio and Whitney’s work.

We are currently developing the connec-
tion between planning with nominal shapes,
described in previous sections, with an analy-
sis of uncertainty and the exploitation of
compliance to reduce uncertainty (Popple-
stone et al. 1989).
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Notes
1. Symmetry in ordinary parlance includes mirror
symmetries, which cannot in general be realized by
any physical movement and, thus, have little rele-
vance to reasoning in a three-dimensional assembly.

2. We modified the original Rapt conventions
about embedding axes in features, and so on, to be
consistent with engineering practice.

3. To memoise a function, some kind of associative
memory is attached to it, so that repeated evalua-
tions are avoided. The concept, owed to D. Michie,
is the software equivalent of caching.

4. This concept of shape is only appropriate for a
macroscopic world and, of course, breaks down at
the atomic level. 
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